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**ABSTRACT**

*The Comprehensive Assessment of Outcomes in Statistics (CAOS) is a test designed to measure students’ conceptual understanding of basic learning outcomes after a first course in statistics). Research utilizing CAOS has sometimes included an analysis of items by topic, tantamount to the utilization of subscores. To date only one study of multidimensionality has been conducted utilizing CAOS data. In this paper I extend previous analyses of dimensionality of student responses to CAOS by applying multidimensional item response theory (MIRT) methods to 14 years of CAOS data in an attempt to provide validity evidence for the use of subscores. Results indicate that a bifactor model fits the data better than a unidimensional model, providing evidence of multidimensionality. However, further analysis is required in order to fully establish the validity of the use of CAOS subscores.*
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1. **Introduction**

The Comprehensive Assessment of Outcomes in Statistics (CAOS) was developed as part of the ARTIST project (delMas, Garfield, & Chance, 2003; Garfield, delMas, & Chance, 2002) to measure students’ conceptual understanding of basic learning outcomes after taking a first course in statistics (delMas, Garfield, Ooms, & Chance, 2007). The test was designed to focus on students’ reasoning about variability, thought to be the main learning objective of a first course in statistics that follows the *consensus curriculum* (Cobb, 2007). This construct, reasoning about variability, was thought to include reasoning about distributions, comparing groups of data, sampling, and sampling distributions (delMas et al., 2007). Items on the test were designed to address both students’ statistical reasoning and statistical literacy (delMas, Garfield, & Ooms, 2005).

To date there has only been one study examining the dimensionality of the latent traits governing student responses to CAOS. delMas (2014) conducted a confirmatory factor analysis (CFA) of a unidimensional model on data collected between 2005 and 2013 and found strong evidence suggesting that CAOS measures a single construct, which was thought to represent students’ statistical understanding of concepts taught in introductory statistics courses.

Despite a lack of statistical evidence of multidimensionality, CAOS subscores have been reported and analyzed in teaching and research. Instructors utilizing CAOS receive item analysis reports that summarize student performance on the test and include the distribution of students’ score by topic. Empirical studies have also included analyses of student scores by topic (delMas, 2014; Tintle et al., 2014).

Without analyses of multidimensionality of latent traits measured by CAOS, the validity of subscore analysis, and whether or not such an analysis provides any meaningful summary information upon which inference can be based, remains undetermined.

1. **Background**
   1. **CAOS Topics**

While not including the calculation of subscores, delMas et al. (2007) included a discussion of students' gains in understanding by topic area. This discussion partitioned the 40 CAOS items into 10 topic areas representing data collection and design, descriptive statistics, graphical representations, boxplots, the normal distribution, bivariate data, probability, sampling variability, confidence intervals, and tests of significance.

Tintle et al. (2011) utilized CAOS to assess the effects of different curricula on students’ understanding of statistics. This analysis included an evaluation of student performance by topic. The 40 CAOS items were grouped according to the framework presented by delMas et al. (2007) with the exception of the normal distribution, resulting in the use of nine total topic areas (Table 1). These nine topics were similarly utilized in subsequent studies (Tintle et al., 2012; Tintle et al., 2014).

*Table 1. Items by topic as analyzed by Tintle et al. (2011)*

|  |  |
| --- | --- |
|  | Item Numbers |
| Data collection and design | 7, 22, 24, 38 |
| Descriptive statistics | 14, 15, 18 |
| Graphical representations | 1, 3, 4, 5, 6, 11, 12, 13, 33 |
| Boxplots | 2, 8, 9, 10 |
| Bivariate data | 20, 21, 39 |
| Probability | 36, 37 |
| Sampling variability | 16, 17, 32, 34, 35 |
| Confidence intervals | 28, 29, 30, 31 |
| Tests of significance | 19, 23, 25, 26, 27, 40 |

DelMas (2014) found that IRT models poorly described student performance on item 32, and therefore excluded it from analyses. Furthermore, since CAOS contains many testlets, i.e., a group of items developed as a single unit to be administered together (Wainer, Bradlow, & Wang, 2007), delMas compressed items belonging to a testlet in a manner consistent with a graded response model (GRM; Samejima, 1969) to control for significant local dependence of items affecting model fit. This resulted in the reduction of 40 total items to 24 locally independent items, and prompted a revision of the partition of items by topic, since many of the original topic areas were left with only a single composite item. delMas thus collapsed the original 10 topic areas into six topic areas, as is detailed in Table 2, which were used to analyze the stability of student performance by topic across time.

*Table 2. Items by topic as analyzed by delMas (2014)*

|  |  |
| --- | --- |
|  | Item Numbers |
| Data collection and design | 7, 22, {23, 24}, 37, 38 |
| Variability | {14, 15}, 18 |
| Graphical representations | {1, 2}, {3, 4, 5}, 6, {8, 9, 10}, 33 |
| Bivariate data | 20, 21, 36, 39 |
| Sampling variability | 16, 17, {34, 35} |
| Tests of significance | {11, 12, 13}, 19, {25, 26, 27}, {28, 29, 30, 31}, 40 |
| \*items belonging to a single testlet are grouped by brackets | |

* 1. **subscore validity**

Standard 1.14 of the Standards for Educational and Psychological Testing (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 2014) states that “When a test provides more than one score, the distinctiveness and reliability of the separate scores should be demonstrated” (p. 27).

While these standards typically apply to large scale high-stakes testing and evaluation, the use of CAOS subscores in research may influence curricular design while its inclusion on instructor reports may influence classroom instruction. Therefore, although a less rigorous standard may be acceptable in this scenario, the necessity of establishing subscore validity is not wholly obviated.

***Reliability*** Haberman (2008) proposed a criterion for determining when subscores can be useful, based on the reduction of root mean squared error, to assess whether the subscore provides more meaningful and reliable information on the construct it purports to measure when compared to the total scores. The method can be reframed in terms of the relative estimates of subscore reliability and total score reliability. However, Sinharay, Haberman, and Puhan (2007) note that rarely does this criterion result in a determination that subscores provide meaningful information worthy of reporting.

Simulation studies conducted by Sinharay (2010) found that as the number of items per subscore decreases the number of subscores that add meaningful information by Haberman’s criteria decreases, since the reliability of scores decreases as the number of items decrease. The smallest number of items per subscore Sinharay simulated was 10, much larger than the number of items belonging to many of the topics on CAOS as utilized by delMas (2014) or Tintle et al. (2011). As such, it is unlikely that nine or even six subscores of CAOS will provide meaningful information under Haberman’s criteria.

Feinberg and Jurich (2017) extended Haberman’s criteria to include consideration of statistical significance, and use this framework to make recommendations when generation of subscores would be harmful and misleading. Yet, they note that even this slightly relaxed criterion is still unlikely to be regularly met in practice, especially when a test has been constructed to achieve unidimensionality.

Similarly, Meijer et al. (2017) note that unless a test is intentionally designed to provide meaningful subscores, it is rare that subscores will be rated as useful under Haberman’s criteria. While CAOS was designed with a single statistical reasoning construct in mind, reasoning about variability, it was believed that this main construct has several distinct components in addition to various content emphases (delMas et al., 2007). However, the inclusion of specific subcontent areas alone may not be a sufficient basis for the reporting of subscores (Biancarosa et al., 2019).

Therefore, it may be that these methods of establishing validity evidence based on analyses of the reliability of subscores are inapplicably strict with regards to CAOS and its typical use. As such, I instead focus the identification of validity evidence for subscore use on their distinctiveness.

***Distinctiveness*** A common method for determining the distinctiveness of subscores is an analysis of the correlations between subscores and their correlation to the total score (Lyren, 2009). Haberman and Sinharay (2010) found that subscores generated from multidimensional item response theory (MIRT) models were more reliable than raw subscores but also more highly correlated, or less distinct. Reise, Moore, and Haviland (2010) argue that bifactor models are particularly effective in establishing validity evidence of distinctness for the use of subscores as by definition secondary factors are uncorrelated – in bifactor models, all items load on a general common factor, with subsets of items clustered into orthogonal secondary factors that account for additional variance not accounted for by the common factor (Holzinger & Swineford, 1937). Similarly, Li, Jiao, and Lissitz (2012) explicitly link analysis of MIRT models in the context of establishing subscore validity to the general task of examining multidimensionality in student response patterns on tests. Therefore, I focus the investigation of distinctiveness on the analysis and establishment of multidimensionality in student responses to CAOS through an evaluation of candidate bifactor models.

***CAOS dimensionality*** While no study has comprehensively examined and investigated multidimensionality in student responses to CAOS, factor analyses of similar assessments have generally failed to establish evidence of multidimensionality. Sabbag (2016) found that while the Reasoning and Literacy Instrument (REALI), designed to measure student statistical literacy and reasoning simultaneously, was hypothesized as measuring multiple constructs, after accounting for model parsimony and validity of subscores, a unidimensional model was more appropriate than a bifactor model to explain students’ responses on the assessment.

Similarly, Allen (2006) found that a multifactor model fit data collected from 295 students taking the Statistical Concept Inventory (SCI), developed to assess students’ conceptual understanding, better than a unidimensional model but at great cost to parsimony, and determined that a unidimensional model fit the data sufficiently well.

While neither Allen (2006) nor Sabbag (2016) found strong evidence of multidimensionality in their tests, both studies identified possible multidimensionality when analyzing the fit of bifactor models and, perhaps due to paucity of sample size, were unable to detect multidimensionality with any power and statistical significance. The largest study examining dimensionality for CAOS was conducted by delMas (2014) and included a sample size of over 23,000, but did not include examinations of multilevel models.

* 1. **research question**

In order to inform the use of subscores on CAOS, and to examine validity evidence for their use, I aim to answer the following research question: Is there evidence of multidimensionality in students’ responses to CAOS items that can be modelled by a bifactor model?

Although the process of establishing validity evidence for the use of subscores includes further analyses than simply establishing multidimensionality, this is a prerequisite first step in any such analysis. Therefore, in the present study I simply focus methods on examining the dimensionality of student responses to CAOS in order to provide justification for further inquiry.

The bifactor model performed well in modeling similar assessments as determined by Allen (2006) and Sabbag (2016), and due to its structure, requires secondary factors to have a zero correlation, thus increasing the chances that subscores generated by the model meet criteria for distinctiveness (Haberman & Sinharay, 2010). Bonifay, Lane, and Reise (2017) note that bifactor models often overfit data. However, this may be controlled by the use of multiple model comparison statistics that penalize overfit, such as the Akaike Information Criterion (AIC; Akaike, 1974) and the Bayesian Information Criterion (BIC; Schwarz, 1978). Henson, Reise, and Kim (2007) found that while the AIC still preferred models that overfit data, the BIC preferred models that underfit data. Therefore, it may be that a bifactor model preferred by both the AIC and BIC is one without inappropriate overfit. Thus, as a first step in validating subscores, the bifactor model may still be an appropriate model to fit to data before further analyses are conducted to ensure the usefulness of subscores (Reise, Moore, & Haviland, 2010).

1. **Methods**
   1. **CAOS Data**

The CAOS test is comprised of 40 multiple choice items and is administered online in a forced choice format (delMas et al., 2004). There are nine testlests in the test which includes a total of 24 of the 40 items. The median completion time is approximately 27 minutes, with the middle half of all students completing the test in between 20 and 35 minutes. Median end-of-course performance on the test has risen modestly from a score of 50% on tests taken between 2006–2008 to a score of 52.5% on tests taken between 2015-2017.

Since its first offering in the 2005–2006 academic year, CAOS has become one of the most widely used assessments of statistical reasoning. As of the 2017–2018 academic year, it has been taken by over 48,000 students and has been used by 239 different instructors from 167 different institutions across the United States.

All students completing CAOS between 2005 and 2018 were initially considered for inclusion in the present analysis. In order to ensure a homogenous population, only students at tertiary-level educational institutions were included. Furthermore, in order to ensure effortful responses from all students, only students with completion times between 10 minutes and 60 minutes were included. These inclusion criteria match those utilized by delMas (2014). A total of 41,209 student responses met these criteria.

* 1. **Candidate Models**

delMas (2014) determined that a testlet model fit CAOS data better due to the presence of local dependence of items when compared to standard unidimensional item response theory (IRT) models. Thus, a unidimensional testlet model will similarly be utilized as a base model in this study. A GRM will be fit to testlets (Cook, Dodd, & Fitzpatrick, 1999) while a two-parameter logistic model (2PL; Birnbaum, 1968) will be fit to all other items. In order to establish validity evidence for the use of CAOS subscores, each topic must be distinct, and I consider three candidate bifactor models utilizing a confirmatory modeling approach (Gibbons & Hedeker, 1992; Joreskog, 1969).

Although in this analysis I take an IRT-based approach, this method is mathematically equivalent to non-linear factor-analytic approaches and thus is a valid extension of previous research examining the dimensionality of CAOS data and similar assessments of statistical reasoning (Kamata & Bauer, 2008; Reise, 2012). All models will be fitted by utilizing the mirt package in R (Chalmers, 2012) with a convergence tolerance of 0.01.

The first candidate model to be evaluated, the six-topic bifactor model, is based on topics as analyzed by delMas (2014). Since some of the topics in this categorization have as few as two items, I also consider a more parsimonious three-topic bifactor model that categorizes the CAOS items into three separate topics representing data collection, descriptive statistics, and inferential statistics, as enumerated in Table 3.

*Table 3. Items by topic in the three-topic bifactor candidate model*

|  |  |
| --- | --- |
|  | Item Numbers |
| Data collection | 7, 22, {23, 24}, 37, 38 |
| Descriptive statistics | {1, 2}, {3, 4, 5}, 6, {8, 9, 10}, {14, 15}, 18, 20, 21, 33, 36, 39 |
| Inferential statistics | {11, 12, 13}, 16, 17, 19, {25, 26, 27}, {28, 29, 30, 31}, {34, 35}, 40 |
| \*items belonging to a single testlet are grouped by brackets in this and subsequent tables | |

Furthermore, the field of statistics is often dichotomized into descriptive statistics and inferential statistics. Therefore, the final and most parsimonious candidate model that will be considered will be the two-topic bifactor model. The two topics are intended to represent inferential statistics and descriptive statistics. Items will be partitioned in this model in a manner similar to the partition of items in the three-topic model but with the data collection and descriptive statistics topics combined.

* 1. **Model evaluation**

A popular method for assessing item-level fit for IRT models is the *S-X2* test statistic (de Ayala, 2009; Kang & Chen, 2008; Orlando & Thissen, 2000). However, this fit index is highly sensitive to sample size, resulting in inflated Type 1 error rates in large samples (Chon, Lee, & Dunbar, 2010). With a sample size of over 41,000 in the present analysis, this measure is unlikely to provide any meaningful information when applied to fitted models. As such, the root mean squared error of approximation (RMSEA) for each item will be used to assess the magnitude of misfit (von Davier, 2008). Items with good fit should return an RMSEA below 0.05 (Kunina-Habenicht, Rupp, & Wilhelm, 2012).

The *G2* statistic (McKinley & Mills, 1985) and its associated *p*-value in addition to the RMSEA (Maydeu-Olivares, Cai, & Hernandez, 2011) are two common methods to assess model fit of IRT models (de Ayala, 2009). Models with good fit should return a non-significant *G2 p*-value and an RMSEA below 0.05 (Browne & Cudeck, 1993).

The AIC, BIC, and the likelihood ratio test (LRT; Neyman & Pearson, 1933) are three common methods to compare IRT models (de Ayala, 2009). Each of the candidate models will be compared against the unidimensional model by these criteria to determine if the candidate model provides a better fit for the data and thus evidence of multidimensionality. The preferred model will be one with lower AIC and BIC values and that returns a statistically significant LRT. In order to unambiguously determine which model is a better fit, I will require that a candidate model outperform the unidimensional model on all three model comparison methods.

The explained common variance (ECV) statistic is a measure for assessing the degree of unidimensionality in bifactor models (Bentler, 2009; ten Berge & Socan, 2004). Unfortunately, no clear practical standard exists for determining meaningful thresholds for interpretation of the statistic (Reise, 2012). However, high values of ECV, approaching 1.0, can generally be interpreted as signifying that the general factor in the model explains a larger proportion of the variance in the data than the secondary factors and that a unidimensional model may be appropriate.

Reise (2012) notes that it is generally advisable to perform exploratory bifactor analyses in addition to confirmatory bifactor analyses. Despite taking a confirmatory modeling approach, I will also conduct exploratory bifactor modeling analyses to determine the optimal partitions of items for either two, three, or six factors using the Schmid-Leiman orthogonalization method (SL; Schmid & Leiman, 1957; Waller, 2018). I will compare bifactor models utilizing the SL partitions of items to their heuristically defined equivalent models, as well as the unidimensional model, in order to explore the degree to which the content-based heuristic partition is valid.

Reise (2012) also argues for an analysis of the invariance of the general factor in any bifactor model to confirm the validity of the model and the general factor as a reflection of the true common variance shared by all items. A general factor that is invariant will result in similar factor loadings regardless of which subset of item content domains are included. However, Reise does not suggest a formal statistical test for invariance. Rather he proposes an examination of results from models fitted to multiple random subsamples of items. Factor loadings of items onto the general factor in item subsamples that are consistent with item factor loadings in the full model are considered to be an indicator of validity evidence for the model. Therefore, an examination of general factor item loadings from subsamples of items will be compared for the best fitting bifactor model to ascertain the level of invariance.

1. **Results**

In general, none of the fitted models exhibited significant misfit for any item, as is summarized in Table 4, with all RMSEA item fit statistics well under the 0.05 threshold for good fit. Using the RMSEA as a relative fit index, both the unidimensional model and the two-topic bifactor model appeared to generally provide for better item level fit than the three-topic bifactor model or the six-topic bifactor model. However, this may also be a consequence of the choice of the 2PL and GRM models for item responses, and may not necessarily reflect the structure of the data itself.

*Table 4. RMSEA item-fit statistics by item and model*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Unidimensional model | Two-topic bifactor model | Three-topic bifactor model | Six-topic bifactor model |
| {1, 2} | 0.012 | 0.011 | 0.015 | 0.039 |
| {3, 4, 5} | 0.013 | 0.013 | 0.013 | 0.016 |
| 6 | 0.010 | 0.009 | 0.013 | 0.027 |
| 7 | 0.018 | 0.016 | 0.019 | 0.019 |
| {8, 9, 10} | 0.015 | 0.014 | 0.016 | 0.014 |
| {11, 12, 13} | 0.013 | 0.013 | 0.014 | 0.015 |
| {14, 15} | 0.005 | 0.005 | 0.006 | 0.014 |
| 16 | 0.010 | 0.011 | 0.017 | 0.036 |
| 17 | 0.010 | 0.010 | 0.011 | 0.012 |
| 18 | 0.009 | 0.008 | 0.010 | 0.011 |
| 19 | 0.006 | 0.005 | 0.007 | 0.018 |
| 20 | 0.009 | 0.011 | 0.011 | 0.042 |
| 21 | 0.009 | 0.009 | 0.009 | 0.015 |
| 22 | 0.005 | 0.005 | 0.005 | 0.004 |
| {23, 24} | 0.009 | 0.008 | 0.010 | 0.018 |
| {25, 26, 27} | 0.025 | 0.025 | 0.025 | 0.025 |
| {28, 29, 30, 31} | 0.006 | 0.006 | 0.008 | 0.020 |
| 33 | 0.012 | 0.011 | 0.011 | 0.019 |
| {34, 35} | 0.010 | 0.010 | 0.011 | 0.025 |
| 36 | 0.006 | 0.006 | 0.008 | 0.013 |
| 37 | 0.021 | 0.019 | 0.022 | 0.020 |
| 38 | 0.003 | 0.003 | 0.004 | 0.004 |
| 39 | 0.016 | 0.014 | 0.015 | 0.018 |
| 40 | 0.007 | 0.007 | 0.010 | 0.018 |

Similarly, all four models exhibited strong overall fit as summarized by Table 5. All RMSEA model fit statistics were, once more, well under the 0.05 threshold for good fit,and p-values of the G2 test statistic well above thresholds for identifying a statistically significant model misfit.

A comparison of all models using the AIC and BIC criteria suggests that the two-topic bifactor model is the best model to fit the data, as can be seen in Table 5. The LRT, used in order to assess the degree to which the two-topic bifactor model may fit the data better than the unidimensional model, results in a *p*-value less than 0.0001, indicating that indeed the two-topic bifactor model fits the data better than the unidimensional model, and contributes a statistically significant improvement in model fit over the simpler unidimensional model. This result is consistent with model comparisons utilizing the AIC and BIC criteria. Similar LRTs comparing the two-topic bifactor model to the three-topic bifactor model and the six-topic bifactor model imply that model fit is not improved in extending the number of topics to three or six, with *p*-values well above 0.20 in both cases.

The ECV of the two-topic model is approximately 0.82. Factor loadings of items in a unidimensional model are consistent with item factor loadings onto the general factor in the two-topic bifactor model, as seen in Table 6. Reise, Moore, and Haviland (2010) argue that when this is the case, it may be that a unidimensional model sufficiently explains the variation in the data. This is consistent with the interpretation of the ECV. Therefore, while there is statistically significant evidence suggesting that a bifactor model is a better fit for the data than a unidimensional model, further evaluation must be conducted to determine the practical significance of this improvement.

In comparing the SL and heuristic two-factor partitions of the 24 composite items of CAOS, 14 items are aligned similarly in both approaches, as displayed in Table 7. Bifactor models based on SL partitions of items in three factor models and six factor models do not result in improvements over the heuristically determined two-topic bifactor model. However, a comparison of the SL two-topic bifactor model outperforms the heuristically determined two-topic bifactor model when compared under AIC, BIC, and LRT criteria. Therefore, further analysis is warranted to examine the common traits of items aligned according to the SL procedure, which may lead to the creation of more meaningful subscores than the heuristic partition of items.

*Table 5. Absolute and comparative model fit statistics by model*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Unidimensional model | Two-topic bifactor model | Three-topic bifactor model | Six-topic bifactor model |
| *G2* | 610,106 | 607,606 | 608,357 | 608,593 |
| *p*-value for *G2* | > 0.999 | > 0.999 | > 0.999 | > 0.999 |
| RMSEA | < 0.001 | < 0.001 | < 0.001 | < 0.001 |
| AIC | 1,484,029 | 1,481,577 | 1,482,328 | 1,482,564 |
| BIC | 1,484,573 | 1,482,327 | 1,483,078 | 1,483,315 |

*Table 6. Factor loadings onto the general factor by item and model*

|  |  |  |  |
| --- | --- | --- | --- |
|  | delMas (2014) | Unidimensional model | Two-topic bifactor model |
| {1, 2} | 0.150 | 0.174 | 0.167 |
| {3, 4, 5} | 0.547 | 0.634 | 0.629 |
| 6 | 0.429 | 0.544 | 0.549 |
| 7 | 0.285 | 0.461 | 0.464 |
| {8, 9, 10} | 0.495 | 0.533 | 0.537 |
| {11, 12, 13} | 0.391 | 0.525 | 0.525 |
| {14, 15} | 0.465 | 0.515 | 0.511 |
| 16 | 0.517 | 0.599 | 0.608 |
| 17 | 0.357 | 0.398 | 0.406 |
| 18 | 0.221 | 0.352 | 0.328 |
| 19 | 0.346 | 0.465 | 0.458 |
| 20 | 0.178 | 0.511 | 0.416 |
| 21 | 0.163 | 0.296 | 0.268 |
| 22 | 0.289 | 0.356 | 0.353 |
| {23, 24} | 0.247 | 0.311 | 0.302 |
| {25, 26, 27} | 0.439 | 0.492 | 0.489 |
| {28, 29, 30, 31} | 0.381 | 0.399 | 0.387 |
| 33 | 0.234 | 0.275 | 0.287 |
| {34, 35} | 0.297 | 0.326 | 0.329 |
| 36 | 0.364 | 0.446 | 0.445 |
| 37 | 0.302 | 0.388 | 0.404 |
| 38 | 0.344 | 0.395 | 0.397 |
| 39 | 0.225 | 0.323 | 0.332 |
| 40 | 0.163 | 0.473 | 0.469 |

*Table 7. SL and heuristic item partition for a two-factor model*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Factor 1 | Descriptive Statistics |  | Factor 2 | Inferential Statistics |
| {1, 2} | {1, 2} |  |  |  |
| {3, 4, 5} | {3, 4, 5} |  |  |  |
|  | 6 |  | 6 |  |
|  | 7 |  | 7 |  |
|  | {8, 9, 10} |  | {8, 9, 10} |  |
| {11, 12, 13} |  |  |  | {11, 12, 13} |
| {14, 15} | {14, 15} |  |  |  |
|  |  |  | 16 | 16 |
| 17 |  |  |  | 17 |
| 18 | 18 |  |  |  |
|  |  |  | 19 | 19 |
| 20 | 20 |  |  |  |
| 21 | 21 |  |  |  |
|  | 22 |  | 22 |  |
| {23, 24} | {23, 24} |  |  |  |
|  |  |  | {25, 26, 27} | {25, 26, 27} |
|  |  |  | {28, 29, 30, 31} | {28, 29, 30, 31} |
|  | 33 |  | 33 |  |
|  |  |  | {34, 35} | {34, 35} |
| 36 | 36 |  |  |  |
|  | 37 |  | 37 |  |
|  | 38 |  | 38 |  |
|  | 39 |  | 39 |  |
|  |  |  | 40 | 40 |

Examination of general factor item loadings from models fitted to student responses to three different randomly selected subsamples of 15 items, as displayed in Table 8, shows consistency across the subsamples. Furthermore, unidimensional models only including items for each of the two hypothesized content domains of the two-topic bifactor model, descriptive statistics and inferential statistics, also generate similar item factor loadings. Thus, the criteria set forth by Reise (2012) for general factor invariance in a bifactor model appears to be satisfied.

*Table 8. General factor loadings in the full model and models fitted to subsets of items*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Item | Full Model | Descriptive Items | Inferential Items | Random Item Subsample 1 | Random Item Subsample 2 | Random Item  Subsample 3 |
| {1, 2} | 0.167 | 0.164 | - | - | 0.158 | - |
| {3, 4, 5} | 0.629 | 0.629 | - | 0.614 | 0.621 | - |
| 6 | 0.549 | 0.561 | - | 0.563 | - | 0.523 |
| 7 | 0.464 | 0.461 | - | 0.474 | - | 0.436 |
| {8, 9, 10} | 0.537 | 0.554 | - | - | 0.538 | - |
| {11, 12, 13} | 0.525 | - | 0.469 | 0.528 | - | 0.471 |
| {14, 15} | 0.511 | 0.527 | - | 0.506 | 0.509 | 0.505 |
| 16 | 0.608 | - | 0.604A | - | 0.604 | 0.610 |
| 17 | 0.406 | - | 0.428 | - | - | 0.395 |
| 18 | 0.328 | 0.344 | - | 0.295 | - | - |
| 19 | 0.458 | - | 0.468 | 0.466 | 0.441 | - |
| 20 | 0.416 | 0.494 | - | - | 0.353 | - |
| 21 | 0.268 | 0.290 | - | 0.285 | - | 0.257 |
| 22 | 0.353 | 0.352 | - | 0.367 | - | 0.335 |
| {23, 24} | 0.302 | 0.299 | - | 0.306 | 0.284 | - |
| {25, 26, 27} | 0.489 | - | 0.518 | 0.492 | - | - |
| {28, 29, 30, 31} | 0.387 | - | 0.421 | 0.399 | 0.371 | - |
| 33 | 0.287 | 0.279 | - | - | 0.309 | 0.266 |
| {34, 35} | 0.329 | - | 0.298 | - | 0.338 | 0.338 |
| 36 | 0.445 | 0.445 | - | 0.422 | 0.446 | 0.460 |
| 37 | 0.404 | 0.377 | - | - | 0.434 | 0.397 |
| 38 | 0.397 | 0.386 | - | - | 0.399 | 0.413 |
| 39 | 0.332 | 0.327 | - | 0.346 | - | 0.290 |
| 40 | 0.469 | - | 0.474 | 0.473 | 0.461 | 0.481 |

An examination of the consistency of models in this analysis compared to that by delMas (2014) indicates that factor loadings were generally consistent for all items with the exception of items 7, 20, and 40. Items 7 and 20 were identified by delMas (2014) as potentially representing content not included in instruction for courses utilizing CAOS. Noticeable increases in the factor loadings was seen on all items identified as having factor loadings less than 0.3 by delMas (2014) except the testlet item 1 and 2, as shown in Table 6. As this analysis utilized MIRT models to estimate item factor loadings, while delMas (2014) utilized a CFA, differences in item factor loadings may be due to improved item fit with the use of a 2PL model.

Furthermore, the reliability of the unidimensional model in the present study was estimated to be approximately 0.784, nearly equivalent to delMas’s (2014) estimate of 0.75. This was also consistent with the two-topic bifactor model estimate of the general factor score reliability of 0.780. This replication of results from delMas (2014) adds further validity evidence for the comparison of past and present analyses.

1. **Summary**
   1. **Discussion**

In order to establish evidence of multidimensionality in students’ responses to CAOS for the purpose of justifying the use of subscores, I examined three candidate bifactor models and compared them to a unidimensional IRT model. A two-topic bifactor model outperformed the unidimensional model on all model comparison tests considered. This suggests that there may indeed be a multidimensional structure to latent traits governing student responses on CAOS.

However, while there is statistical evidence in support of this claim, further analysis needs to be conducted to determine whether this difference is of any meaningful or practical significance. Furthermore, additional investigation must be conducted to fully establish validity evidence for the use of subscores from CAOS. Nevertheless, the establishment of multidimensionality is an important first step in this validation process.

Although there is evidence of multidimensionality, the best fitting model only includes two secondary factors, which are intended to represent content and reasoning related to descriptive statistics and inferential statistics respectively. Therefore, it remains doubtful that there is sufficient evidence to justify the use and analysis of subscores aligned with either six (delMas, 2014) or nine (Tintle et al., 2014) topics.

Additionally, further study is required to validate that the two topics do indeed represent descriptive statistics and inferential statistics constructs before investigation and discussion of the use of subscores representing these subfactors can be continued. It may also be useful to partition items into two groups for creating subscores. Nevertheless, the establishment of statistical evidence of multidimensionality in student responses to CAOS is an important prerequisite for such efforts.

* 1. **Limitations**

While the identification of multidimensionality is an important result, the lack of similar findings in studies with smaller sample sizes indicates that the power of statistical tests employed in this study may be of questionable quality, despite the use of robust model comparison measures. Therefore, a power analysis or replication of these methods must be conducted in order to verify that the result is not a false positive.

Although the scope of this study is by definition limited to students completing CAOS, it is unknown whether the population of institutions, instructors, and students utilizing CAOS is in any way representative of the larger community of statistics educators and students. Furthermore, it is possible that the characteristics of CAOS users has changed over time, thus limiting the generalizability of these results.

Similarly, CAOS was designed to conform to courses following the consensus curriculum. However, many new curricula have since been developed and adopted which focus on simulation-based methods (Garfield, delMas, & Zieffler, 2012; Lock et al., 2013; Tintle et al., 2015). It may be that there is no longer full alignment between CAOS and classroom instruction for students completing CAOS. The adoption of these curricula has occurred in recent years, and is not reflected in previous analyses of CAOS to the extent which it may be reflected in the present analysis. Thus, improvements in statistics education as a result of these new curricula may have led to increased reliability of student responses to CAOS in recent years. While this is a boon to analyses of student performance on CAOS, it implies that there may be significant *differential item functioning* (DIF; Holland & Thayer, 1988) for students instructed with different curricula and across time, which may have biased analyses of the dimensionality of student responses to CAOS. Therefore, further research is required to ensure the homogeneity of the full CAOS sample and the appropriateness of utilizing the full dataset in any such analysis.

* 1. **Future Analyses**

While the distinctness of subscores is an important attribute, the reliability of subscores must also be evaluated in order to fully establish validity evidence that meets current standards. Such analyses utilizing procedures prescribed by Haberman and Sinharay (2010) and Biancarosa et al. (2019) are an important next step to fully justify the utilization of CAOS subscores.

Although this investigation focused on the use of subscores, results from delMas (2014) identifying non-equivalent discrimination parameters in a 2PL model for dichotomous items, also replicated in the present study, indicate that the raw total score may not be a reliable indication of students’ understanding. Similarly, Haberman and Sinharay (2010) note that raw subscores are less reliable than weighted subscores generated by MIRT models. Therefore, a thorough reexamination of the validity of total score interpretation using advanced IRT models in addition to the 2PL and GRM is required to fully understand the implications of analyzing raw total scores from student responses to CAOS in addition to raw subscores.
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